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Abstract 
The Maximmn Balance problem is a bas¡c problem in network c!esign. In this 

article we exhibit a new definition of this problem and we define a polynomially bounc!ecl version 
of it using technique. Basecl on that we specify an AP-recluction betvveen them. We also 

an approximate solution preserving approxímation within 2 for rviAX 
Bounded Balance. Theses results we mtrocluce are used to prove the ])Prtinence 
of MAX \'Veighted Balance to APX, moreover we show a :;-approxirnate polynowial tirne 

for thís problem. 
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algorithm:s are a.n usual to soh·e I'-'P-hard optimization problem:s. 
it 1s knovvn that even to calculate approximate solutions for these problems is computationally 
hard. Moreover l\íP-optimization problems exhibit different approximation properties IYhich oscilate 
between having a polynomial-time approximation scheme and being non-approximable within any 
constant. As a consequence. the issue of determining under \\·hat conditions and by means of what 
methods we can design r-approximate polynomial-time algorithms is widel~' recognizecl as being 
relevant from practica! and theoretical point of views. 

In this paper \\'e focus on the weightecl version of the Maximum Balance problem vvhich maxi­
mizes the number of paths that connect pairs of vertices and pass through a common edge f (fiow 
through edge e). 

In Sec. 2 we present some basic definitions. In Sec. :3 we introduce a brief survey of the .VIaxirnum 
Balance and de;r¡ne MAX Weighted Balance in a clifferent approa.ch from that used in [Sal96]. 
'vVe also define a polynomially bounded version of l'v1AX Weighted Balance and specify an AP­
reduction from MAX vVeighted Balance to .:vlAX PolynomiaHy Bounded Weighted Balance 
in Sec. 4. In the following section we prove that both problems belongs to APX. \Ve do that 
presenting a 2-approximate solution for the polynomially bounded version ancl \Ve determine the 
existence a 3-approximate polynomial-time algorithm for the arbitrarily weighted version through 

an AP-reduction. consider only positíve weights and we ans,Ner an open question for the MAX 
VVeighted Balance. Sec. 6 presents conclusions ancl future work. 
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lResearch partially supportecl by FACEPE (PE, Brazil), Grant no. BPD-0709-1.0.5/96. 2ií 



2 Preliminaries 

We now introduce some basic definitions useful through of this paper. 

Definition 1 ([ACP95]) A NP Optimization (NPO) problemA i.s a 

Goal) .such that: 

~ lA is the set of the instances of A and it is recognizable in polynmnial ti·me. 

lil Given a instance x of IA, solA ( x) denotes the set of feasible solutions of x. An polynornial p 
exists su eh that, for any x and for any y E sol A ( :z:), 1 y 1 s; p(l :z: J). M oreoveT, joT any :e and joT 
any y such that JyJ s; p(lxl), it is decidable in polynomial time whether y E .solA(x). 

¡¡, Given an ínstance x and a feasible solution y of :t, mA(:z:, y) denotes the positive integer 
rneasw'e of y. The function rn is computable in polynomial time and is also called the objectz:vc 

function. 

~ Goal E {max, min}. 

The class NPO is the set of al! NPO problems. 

Definition 2 An NPO pmblem A is said to be polynomially bounded ij there is a polynornial 

p such that optA(x) s; p(Jxl) for all :e E lA· 

Definition 3 Let A be an NPO problem. Given an instanu :z: and a feasible solution y of x .. the 
ratio bound of y (with respect to x) is defined as 

( ) ( mA(x,y) optA.(:r)) RA :z:, y = rnax , . 
· optA ( x) rn ( x, y) 

Thc ratio bou·nd is always a numbeT greateT than OT equal to 1 and is as closc to 1 as the solution 
i.s closf to an optímwn solution. 

Definition 4 Let r : N -+ [1, oo). We say that an algoríthm T for an optimization pmblern A is 
r ( n) -approximate if, for any instance x of size n, the ratio bound of the feasible .c;olution T ( x) with 
respect to x is at rnost r(n). lf a pmblern A adrnits an r-approximate polynomial-time algordhrn for· 
sorne constant r > 1, then we say that A belongs to the class APX. 

Definition 5 An NPO pmblem A belongs to the class PTAS if it admits a polynornial-tíme appro­
ximation scheme, that is, an algorithm T such that, for any instance x of A and for· any rat·ional 
r > 1, T ( x, T) returns a feasible solution whose perjonnance m tío is at most r in time bounded by 
qr(lxl) where qr is a polynomial. 

Definition 6 ([CKST95l Tre96]) Let A and B be two NPO problerns. A is said to be AP­
reducible to B, in symbols A s;AP B, if two functions f and g, and a positive constant a ex:ist 
such that: 

1. For any x E IA and for any r > 1, j(:z:, r) E lB. 

2. For any x E lA, for any r > 1, andfor any y E solB(f(x,r))¡ g(x,y,r) E solA(x). 
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J. f and g are computablt by two algorithm.s T¡ and T9 . respccfí¡•cly, whose nmntng time í" 
polyrwnúal for any fi:red r. 

4. For any .rE lA. for any r > 1, and for any y E solB(f(x, r)). 

RB(f(.r. r), y):::; r ímplie.c; R4(x,g(.r, y, r)):::; 1 + c\'(r- 1). 

Sometimes (!, g, n) is called an a-AP-reduction from .~ to B, and we write A :SA_p B. 
According to the above definition, functions like :2 1/(r- 1)nh or n 1/(r- 1) are admissible bounds on 

the computation time off and g, while this is not true for functions like n'· or 2n. Therefore the 
computation time does not increase when the ratio bound clecreases. As a result the AP-reclucibilitv 
preserves membership in PTAS and is efficient even \\·hen poor ratio bouncls are requirecl (to preserve 
membership in logAPX and polyAPX). As far as it is knmn1 the AP-reclucibility is the strictest one 
appearing in the literature that allows to obtain natural APX-completeness results (for instance. 
the APX -e o m pleteness of l'vlax Sat). 

Definition 7 ([CGM83]) A 1-constrained spanning tree problem is that associated to tln 
restriction (C.~) and denoted by (C, ~), where ~E{:::;, '2:} a rdotíonal symbol and C /.~a ,. 
ualued functíon dt.finul ovu the set of al! pairs p) such that T ís o tree ami p is a cuteJ: of T 
called root (it ís optional in the notation). 

In its decís ion versíon the quEstion is: Is there a spanning trn T of G such that C(T, p) ~ W ! 

Definition 8 ([CGM86]) A weighted 1- constrained spanning tree problem is dowted by 
C.!'>.) 1cith R ~ Z. It is associatul to a nstriction (R. C.~) all(/ a inicgcr ualucd function 

w :E--+ R. whEre C ond !'>. ore as defined in Dcf 7. 

Definition 9 A U'eíghted 1-constmined spanning tnc pmblfm i.s uniform whfn R = {1}. 

3 The Maximum Weighted Balance Problem 

~Iaxirnum Balance problem is a 1-constrainecl spanning tree problem associatecl to net\vork de~ 
sign. As a clirect application we can mention the partitioning of a network into two connected 
balancee! components. In the study of its computational complexity are important tllP analyses of 
function maxJlow(T) showed i11 [C'GIVI<"\0. CGM<"\:3. CG1I86]. This function is clefined as follows: 
rnax_flow(T) = maxeET [w(e) · f(e, T)], where .f(e. T) denotes the number of paths which connect 
pairs of vertices and pass through of a common edge e (flow through of edge e). 

3.1 A Brief Report 

The Balance problem is the uniform case of max_flow(T). As a consequence, the .\JP-completelles:-; 
proof showed in [CG.\180] to ({1}, rn.a:r:_Jlow(T), :::;) is also sufficient to classify (Balance(T), :::;) 
as an NP-complete problem. In acldition to that, the intractability of (Balance(T), 2:) was proved 
in [CGM83]. 

In [CG:\!86] it was observed that if (R,Balance(T) ,:::;) and (R.Balance(T) ,2:) are NP-complete 
for R = 1 then they are strongly I\"P-complete when R = N or R. = Z. Besides, it is possible to 
extend these considerations to graphs with weightecl vertices [Sal96]. The NP-completeness proof 
is the same. All vve need is to consicler a.ll vertice.s \Yith weight 1 and to conclude that <tn extension 
to lv or Z results in a strongly .\"P-complete problem in those cases. 
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The optimization version of (Balance(T), ::0:) is the Maximum Balance or MAX Balance. It 
searches for a spanning tree T* which maximizes the function Balance(T) over all spanning trees T 

of G. It means, 

Balance(T*) = maxf(e,T*) = maxmaxf(e,T) = b*. 
eET* T eET 

If we let e= (x, y) be an edge of a spanning tree T of G, and Nv be the number of vertices of 
two subtrees of T obtained by removing edge e, then wecan define f(e, T) = · Pv·y, where we 
consider the first tree Tx containing x and the other Ty vertex y. 

A detailed survey of the Balance problem can be found in [Sal96]. 

3.2 A New Definition of the Problem 

In order to consider graphs with weighted vertices we can generalize Nx and Ny to denote the sum 
of weights of the vertices in the subtrees Ta; and Ty. It means define f(e, T) = · Sy, where S.r 
and Sy are the mentioned sums. 

Observation 1 Balance(T) is a function of type f(t) = t(s- t), which str-ictly increases in thc 

interval (-oo, ls/2J). As a consequencc, the ma:úmum value 1:s reached at t = ls/2J. 

We can now observe that for each eclge e of T, we have Sx :S l-"/2 J ancl Sy ::0: rs/2l, or mee 
versa. Without loss of generality, we assume that Sx :S ls/2 J. 

We also realize that Sy is uniquely cleterminecl by Sx. As a result, we can specify the maximum 
number of paths which connect pairs of vertices ancl pass through a common eclge e only maximizing 
Balance(T) defined as follows: 

Balance(T) = ma:reETSx = ma:z;eET L w(n), 
uETx 

where w(u) inclicates the weight of vertex n. 

Definition 10 MAX Weighted Balance is an NPO problern with: 

E~ lnstance: an ·undirected connected graph G = (V, E) with edge set E and vertex set V = 
{ v1 , ... , vn} labeled with integers 'W (vi), ... , 'W(Vn) smaller or equal to l NI /2 J and such that 
Li=I w(vi) =M. 

® Feasible Soltttion: a spanning trec T of G. 

o Objective Fnnction: Balance(T) = rnaxeETSCL, = maxeET Lv;ETx w( vi). 

~ Goal: rnaxirnization 

The optimization problem defined this way is equivalent to that using objective function Balance(T) = 
maxeETSx · Sy, for which it has been shown [Sal96) that there is a 9/8-approximate polynomial-time 
algorithm for instances with polynomially boundecl posítive weights. 

An open question is if MAX Weighted Balance with arbitrary weights belongs to APX. In 
this paper, we answer this question for the case when only positive weights are allowecl. 
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4 Our reduction 

In this section we introduce a polynomially bounclecl weightecl version of the Maximum Weightecl 
Balance problem and we reduce MAX Weighted Balance to it. 

At first, note that 1 S: maxeETLuETxw(u) S: lM/2J. By Obs. 2, we can assume that 1 S: 
s;_:- 1 s: lM/2J. 

Observation 2 In Sec. 3.2 we define Sx for each edge e ojT. In other words, S~ for· i = l, .... ,n-1. 
Thus, without loss of genemlity, we now specify that s;:- 1 = ma:t{S~}. 

Let us now consider a polynomially boundecl version of the MAX Weighted Balance (MWB), 
called MAX Polynomially Bounded Weighted Balance (MPBWB). In order to get it we use 
the scaling technique in a way which generalizes that appliecl by Crescenzi and Trevisan [CT94] to 
define MAX Polynomially Bounded Weighted SAT. 

We have to look for the optimum in the interval 1, ... , lM/2J and the reduction to MPBvVB 
maps this interval into 1, ... , ln/2J. Before showing it we prove some claims. 

Claim 1 'ix E R, l ~ J = l ~ J · 

Proof of Claim 1. Assume that x = n + w with n = l x J ancl O S: w < l. Thus ~S: l~J + ~-
B 'f . h n l n J h . n l n J 1 ecause 1 n 1s e ven t en 2 = 2 , ot erw1se 2 = 2 + 2. 

A lt E < l:!!e.J + l + <;¿ l:!l.J < E li.!.J + 1 lEJ - li.!.J - lhlJ s a resu 2 - 2 2 2 =? 2 - 2 < 2 =? 2 - 2 - 2 · o 

Claim 2 'ix E R, 2l ~ j S: l x j S: 2l ~ j + l. 

Proof of Claim 2. Observe that 'in E N, y E R nlyJ S: lnyJ S: nlyJ + (n- 1). 
In fact, assume that y = m+ w with m = lYJ ancl O S: w < l. Thus ny = nrn + nw where 

O S: nw < n. Then we have nlyJ S: lnyj < nlyJ + n =? nlyJ S: lnyj S: nlyJ + (n- 1). 
Now we consider n = 2 and y= ~ and conduele our proof. O 

Intuitively the MPBWB is obtainecl by splitting the interval [1,2lM/2J + L(r;j~J), which is 

an interval containing all possible measures of solutions of MWB, into j + 1 intervals Is = 
[l iM/2IJ liM/2IJ l~J)f -,_ · el _ k ·_ · {·lliM/2IJ · .. , 

2s ,2· 2s + Lln2~21 J or.s-O, ... ,Jan t-0, ... ,. WhereJ-nnn h 2h ~::>equal 

to 1} and k= rnin{h ll L71h2J J is equal to 1}. 
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th each ls is subdiYided into l LtV?J J intervals 

for is = O .... , l L'1,2 j J such that any solution in a interval Ís ic; assigned a new measure equal to 

l L11,2J J + is as showed in Figs. l, 2, :3 ancl 4. 
that each Is strictl~r contains possible \·alues to mM p HW H that we are interested In 

other words, using Io we map the value liVI/2J ancl with Is for s = 1, ... , j \Ve map the values 
o • f. liM/2IJ t 2 l~J rangmg rom 2 , .o o 2 s • 

Note that only if JI{= n we have j = u, otherwise when J;f > n we need to determine how to 
continne our partition until to reach the val u e j. Thic; c;ituation ic; explained in Fig. -1. when \W 

indicate how to map fs for s = u ... .,j into the same interval [ l L'~2J J, 2 · l L'~,2J J J. 
Formally, r\tiPBWB and TVIVVB are equal except for the measure function which is clefinecl as 

follows. 

TnJVJPBvV B ( flo 
__ .. lG:illJ lL9J(Sr-L~JJJ 
'- llUl.ltET 2' + [M/21 

L ?' J 
-lln/2IJ _¡_ ll[n2//JJ -L 1 "';~ 2 JJ)J -
- 2 t ' L?J all s (s,t). 

vVe denote 1/lf\IPBfVB(a. as the measure function of MPBWB. Accorcling to the abono 
clefinition. for arty instance of MPB,JVB ancl for any c;panning trec T, IHMPB!\ H(o. T) :S lll/:2J 
and this problem is indeed polynomial!\· bouncled. 

Theo:rern 1 l\1WB :SAP MPBWP 

Let a= (1-,E W¡, ... , l.L'11,Jf) be a instance of M"WB and T a spannm~ tree problem 

such that RJvJPBWB(a. T) :Sr. :\Ioreover. let 

L l,~l,2 J J +iT* 
Thus R'1PBTX7B (a. T) = aud 

w n Ll"j,2JJ+ir 

R (a T)- opt_'>fWB(a) 
lv!WB ' - rnuwB(a,T) 

~~~ .. ~J+r-+l~J l~J+l~J 
llnj,2J j 

< -----~~IM7/~2'1-j.-.-+-l41~M~/2~j-J-·l~[n-/=2~1j----
2s IT 2s 2t 

L .LqPl J ·( ir• +L ~ J+ll 
LI~{2IJ·(ir+L l'j,2J JJ 

= RMPBWB(a. T) + . km 
'r+L 2 , J 217 



~ RMPBWB(a, T) + L (n}J J · 

By the construction process already illustrated, we have ll7Vt2j J :2: 1::::} L ln
2
7/J J ~ 1 for t =O, ... , 

k. Thus, RMwB(a,T) ~ RMPBWB(a,T) + 1::::} RMwB(a,T) ~ r+ 1 = 1 + (r-=_ 1) · (r -1) 
Now we define a AP-reduction between MWB and MPBWB. 

l. For any a E IMwB and for any r > 1, f(a, r) =a. 

2. For any x E IMWB = IMPBWB, for any r > 1 and for any TE solMPBWB(f(a, r)), g(a, T, r) = 
T. 

3. ()¿ = (r-=-1) 

Assume now r > 1, let a be an instance and T a solution such that RMPBWB < r. Then we 
show that 

T 
RMwB(a,T)~r+1=l+ ( ) ·(r-1)=1+a(r-1). 

T- 1 

Then the AP-conditions are satisfied and that condueles our proof. o 

5 MWB Belongs To APX 

At first, we show that MPBWB has a 2-approximate polynomial-time algorithm. In order to get 
it we modify the approximate solutions introduced in [GMM95] as follows. 

For each i = 1, ... ,n- 1let Tt and Tf be two trees obtained from T by removal of edge i (any orcle-
. _ . _ . . . ., .- ~ Lln/t2JJ(S~-Llfi,;J,2JJ) 

nng of the edges from 1 ton- lrs acceptable here), moreover ¡.;et a,- l 2 t J + l ~ J 
. L 2! J 

and Pi= M- O<i· Then we have ai ~ ln/2J and f3i :2: M -ln/2J. 
Using that approach, we substitute in the approximate solution to 2-connected graphs the fol­

lowing points: 

l. The first optimality test io:n-1 - f3n-rl ~ 1 is replacecl to ian-1 - f3n_ 1 j =M- 2 · ln/2 J. 

2. The update conclition O<n-1 +o:; ~ ln/2J or O'n-1 < f3i/2 is restrictecl to O:n_ 1 + ai ~ ln/2J 

We denote the moclified algorithm by MaxBal2MPBWB ancl now we are able to prove Teo. 2. 

Observation 3 By the construction process of MAX Polynomially Bounded Weighted Ba­
lance we have that 7nMPBWB = an-1 and its optirnum value is reached when s;;- 1 = lM/2J which 
irnplies O<n-1 = l n/2 J. 

Theorem 2 Let k :2: 2. For any 2-connected gmph G algorithm 1\11 a:r:Bal2MPBWB returns in 
polynornial time a spanning tree T of G whose measure b is at least 1/ k times the measure b* of cm 
optimum solution tree T*. 

Proof. If lan-1- Pn-1! =M- 2 ·ln/2J, i.e., if Ctn-1 = ln/2J, then 7nMPBWB is maximum and 
T= T*. 
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If O:n-1 ¿ Pn-d k we conclude that 

b* 
b 

7nMPBW B (T*) < ln/2 j < k· ln/2 j :s; k, 
ll2MPBWB(T) C\n-1 tjn-1 

and T is the required approximate solution. 
Otherwise suppose O:n-1 < :3n-dk and therefore n¡ :s; O:n_ 1 < !3n¡; 1 :s; ~i for each i = l, ... ,n- l. 

Observe that from lnn-1 - Jr-1! > J1- 2 · ln/2J ancl w(v¡) :s; l~H/2J for i = 1,. . ., n its 
impossible a tree T,L 1 consisting only of vertex y. Therefore spite of our moclification exic;ts an 
edge e as specified in the algorithm, c;ince the graph is 2-connected ancl the removal of y cannot 
disconnect it. 

If O:n-1 +a, :s; ln/2J then the updating operation strictly increases the value of TnMPBWB (recall 
the constricting process of this o b jective function) from C\n_ 1 to ( Gn-l + O'i). 

Otherwise, if On-1 + O'i > ln/2J, we derive that 

) r )l > ln/21 :..on-1 2: 1 n¡:... =? O'n-l - 2 -

Based on that inequality \Ye have 

b* < ln/2J < ln/2J < ín/2l = ín/:2l. _2_ = :2. 
b - Or,-1 fuLfl - fuLfl rn/2l 

'2 :2 1 

Now if \\"e consider the approximate solution to any connectecl graph presentecl by Galbiati et 
al. [GMM95], by Obs. :3 we can maximize mi\!IPBT\"B searching for an eclge t whose sum ofweights 
is maximum. As a consequence that algorithm can be usecl with a slight moclification. It means that 
the 2-connected sol ution u sed is re placee! lw l'vi a:r B ol2.u p BW B. Beca use of this dependen ce the ne\Y 
algorithm becomes a solution preserving approximation \\·ithin :2. Despite the new approximation 
constant the correctness proof of the algorithm remains equal. 

Based on the above results and our AP-reduction. we can conduele the existence of a :3-
approximate polynomial-time solution for l\1WB. 

6 Conclusions and Future Work 

Our main result is ~lAX \'Veighted Balance E APX in the case of positive weights. To show that. 
we did the following: 

* We introduced a new but equivalent definition of :viAX Weighted Balance; 
* We applied the scaling technique used by Crescenzi and Trevisan [CT94] to define MAX 

Polynomially Bounded Weighted Balance; 
* We defined an AP-reduction from MAX Weighted Balance to IVIAX PolynomiaHy 

Bounded Weighted Balance, and 
* We presented a 2-approximate polynomial-time algorithm for ~fAX Polynomially Boun­

ded Weighted Balance, which in turn implies a :3-approximate polynomial-tirne algorithm for 
.:VIAX Weighted Balance. 

Next, we intend to extend the results introduced by Crescenzi and Trevisan [CST96] to ~.'ni­
ce'· subset problems. They studied the relative complexity of the arbitrarily weighted version, the 
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polynomially bounded weighted version,ancl the unweightecl version of that class of problems. Sur­
prisingly, they showed that for "nice" subset problems the approximation thresholcl was exactly the 
same for all three versions. We conjecture that it is also vaJicl for a clifferent kind of problem such 
as MAX Weighted Balance. The main result of this paper ís a basic requirement to accomplish 
that. 
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